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ABSTRACT 

The increasing demand for online education has led to a rapid expansion of platforms 

such as Udemy, where predicting the popularity of courses can provide valuable 

insights for course creators and platform managers. This research aims to predict the 

popularity of online courses on Udemy using LightGBM, a powerful gradient boosting 

framework that is well-suited for classification tasks. The study begins with a dataset 

overview, which includes key course features such as payment type (is_paid), price, 

number of lectures, course level, content duration, subject, published timestamp, and 

number of subscribers. The preprocessing steps involved handling missing values, 

encoding categorical variables, and extracting temporal features from the publication 

date to capture trends over time. Exploratory Data Analysis (EDA) is conducted to 

uncover patterns and relationships within the dataset, including descriptive statistics 

and visualizations to understand distributions and correlations between variables. A 

correlation heatmap is used to identify significant associations between the predictors 

and the target variable, course popularity (measured by the number of subscribers). 

The core of the study employs the LightGBM model, which is trained using a train-

test split approach and evaluated based on performance metrics such as accuracy, 

precision, and recall. The results show that features such as the number of lectures, 

price, and content duration have the greatest influence on course popularity, while 

certain features like course level show a limited impact. A comparative analysis with 

a baseline model reveals that LightGBM outperforms simple mean-based predictions 

in terms of predictive accuracy. The findings underscore the importance of course 

content structure and pricing strategies for increasing enrollment. Finally, the study 

discusses limitations, such as the lack of course quality metrics, and suggests 

avenues for future research, including the exploration of more advanced machine 

learning techniques and incorporating additional data sources for a more 

comprehensive model. 

Keywords Lightgbm, Online Course Popularity, Machine Learning, Udemy, Predictive 
Modeling 

Introduction 

The rise of online education platforms has transformed the landscape of 
learning, making education more accessible and flexible than ever before. As 
traditional educational institutions adapt to the digital age, platforms like Udemy 
have gained immense popularity, offering a wide array of courses that cater to 
diverse learning needs and preferences. This shift towards online learning is not 
merely a trend; it represents a fundamental change in how knowledge is 
disseminated and acquired, allowing learners from various backgrounds to 
engage with content at their own pace and convenience [1], [2]. The flexibility of 
online courses has been particularly beneficial during disruptions like the 
COVID-19 pandemic, which forced educational institutions to pivot to remote 
learning solutions [3]. 
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The popularity of online courses, especially on platforms such as Udemy, holds 
significant implications for course developers and educational strategists. 
Understanding the factors that contribute to a course's success or failure 
enables educators to tailor their offerings more effectively to meet learner needs. 
Research shows that elements like course content, interactivity, and social 
engagement play critical roles in influencing learners' decisions to enroll and 
persist in online courses [4], [5]. Social interactions among participants have 
been found to enhance engagement and reduce dropout rates, emphasizing the 
importance of community within online learning environments [4]. Furthermore, 
the integration of advanced technologies, such as machine learning, can predict 
course popularity and identify at-risk students, allowing timely interventions 
[6],[7]. 

Understanding the factors influencing online course popularity is critical in the 
rapidly evolving landscape of online education. As the demand for online 
learning continues to grow, identifying the elements that contribute to a course's 
success becomes increasingly important for educators and course developers. 
Research suggests that various factors, including course content, teaching 
style, interactivity, and social engagement, significantly impact the popularity 
and satisfaction of online courses [8], [9], [10]. Social elements, such as 
fostering a sense of community and encouraging socialization among learners, 
have been shown to enhance engagement, motivation, and overall positive 
attitudes toward online courses [8]. This highlights the importance for course 
developers to design courses that promote interaction and a sense of belonging 
among learners. 

Learner-to-content interaction has also emerged as a key factor influencing 
student satisfaction in online courses. Activities that encourage active 
participation, discussion, and the exchange of opinions foster a sense of 
community and increase learner satisfaction, ultimately impacting course 
completion rates [9]. Additionally, the quality of course materials and the 
effectiveness of instructional methods play a pivotal role in maintaining learner 
interest and motivation. Research underscores the necessity for well-structured, 
engaging content and teaching styles tailored to the needs and preferences of 
diverse learners [11]. Therefore, a comprehensive understanding of these 
factors is essential for course developers seeking to create impactful and 
engaging online learning experiences. 

The need for data-driven insights in online education has grown as educators 
strive to optimize course offerings and improve learner outcomes. Leveraging 
data analytics provides valuable insights into learner behaviors, preferences, 
and engagement levels, enabling the refinement of course content and delivery 
methods [12], [13]. Predictive modeling techniques, such as those used to 
analyze factors affecting course completion and engagement rates, offer 
educators the tools to make informed decisions about course design and 
instructional strategies [12]. Feedback mechanisms and data-driven evaluations 
further facilitate continuous improvements to course quality, aligning educational 
offerings with the evolving needs of learners [14]. 

The primary objective of this paper is to predict the popularity of online courses 
using data from the Udemy platform and to identify the factors that contribute to 
high enrollment rates. As online education continues to grow and evolve, 
understanding what drives learners to select and engage with specific courses 
is crucial for educators, course developers, and marketers. Predicting course 
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popularity has implications for enhancing course design, optimizing pricing 
strategies, and improving targeted marketing efforts. A data-driven approach to 
identifying key attributes of successful courses not only supports decision-
making for educational content providers but also aligns offerings with learner 
needs and market demands, fostering a more effective and engaging online 
learning experience. 

This study applies linear regression as a predictive model to analyze the factors 
influencing course popularity on Udemy, contributing to the existing body of 
knowledge in educational data mining. Key attributes such as course content, 
pricing, duration, and learner engagement levels are examined to determine 
their impact on enrollment rates. The insights gained from this analysis offer a 
practical framework for developing courses that meet market demands and 
improve learner outcomes. By uncovering and emphasizing these influential 
attributes, this research aims to provide actionable recommendations for course 
creators, educational strategists, and platform administrators, ultimately 
advancing the field of online learning through data-driven insights and predictive 
modeling. 

Literature Review 

Predictive Modeling in Online Education 

The application of predictive modeling in online education has become 
increasingly prevalent, particularly for evaluating course performance and 
popularity. Regression models, a common tool within educational data mining, 
have been used extensively to analyze factors influencing learner outcomes and 
engagement levels. Research [15] provided a systematic review of predictive 
learning analytics over the past decade, showcasing the effectiveness of 
multiple linear regression models in predicting students' online behaviors and 
academic achievements. This analytical approach has also been adopted by 
Hsu Wang to assess learners' performance in various online courses, further 
demonstrating the utility and versatility of regression techniques in 
understanding educational trends and improving course delivery [15]. These 
studies underscore the potential of regression models to offer valuable insights 
into online learner behavior and course effectiveness. 

Linear regression has also been applied in specific contexts to evaluate 
educational performance metrics. Such applications of regression techniques 
highlight their critical role in identifying the predictors of student success and 
course efficacy. The ability to generate empirical data-driven insights supports 
informed decision-making for educators, enabling them to adjust instructional 
strategies and course content in alignment with learner needs and preferences. 

Beyond traditional linear regression, other researchers have explored diverse 
data mining approaches to enhance the understanding of educational dynamics. 
Research [16] applied regression analysis within a broader data mining 
framework aimed at reducing dropout rates among engineering students, 
illustrating how predictive models can address pressing issues such as student 
retention. Similarly, research [17] offered a comprehensive review of data 
mining applications in Massive Open Online Courses (MOOCs), emphasizing 
the role of regression in uncovering patterns and trends within large-scale 
educational datasets. The findings indicate that regression techniques can 
inform course design and instructional strategies, ultimately enhancing the 
learning experience by aligning content with learner engagement trends. 
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Regression models further extend their relevance to socio-economic factors 
influencing student engagement and success. Research [18] investigated how 
regression analysis could predict students' soft skills based on socio-economic 
data, demonstrating the potential of data mining to reveal hidden trends that 
inform educational policies and practices. This approach aligns with the broader 
objectives of educational data mining, which seeks to leverage data-driven 
insights to improve educational outcomes and provide equitable learning 
opportunities. As the field continues to evolve, regression analysis remains a 
pivotal component in enhancing the effectiveness and adaptability of online 
learning environments. 

Evaluation Metrics 

In evaluating the accuracy of a linear regression model, several essential 
metrics are employed to measure its predictive performance and reliability. 
These metrics—Mean Absolute Error (MAE), Mean Squared Error (MSE), and 
R-squared (R²)—offer different perspectives on the model’s ability to predict the 
target variable accurately. Each metric provides distinct insights into the model's 
behavior, enabling a comprehensive assessment of its strengths and limitations. 

MAE measures the average magnitude of the errors in the predictions, 
disregarding their direction. It is calculated as: 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − 𝑦�̂�|

𝑛

𝑖=1

 

MAE expresses the average error in the same units as the dependent variable, 
making it particularly interpretable in practical applications. For example, in 
educational data mining, MAE can indicate how far predicted course enrollments 
deviate from actual enrollments, providing a straightforward measure of model 
accuracy. 

MSE takes the evaluation a step further by squaring the errors before averaging 
them, thereby penalizing larger deviations more heavily. It is defined as: 

𝑀𝑆𝐸 =
1

𝑛
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MSE is particularly sensitive to large errors, making it a valuable metric when 
substantial prediction deviations are undesirable [19]. However, its squared 
units can complicate interpretation compared to MAE. Studies such as Metlek 
et al.'s analysis of photovoltaic systems have emphasized the utility of both MAE 
and MSE in evaluating model performance under varying conditions. 

R² or the coefficient of determination, complements these error-based metrics 
by measuring the proportion of variability in the dependent variable explained 
by the model. It is computed as: 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠
𝑆𝑆𝑡𝑜𝑡

 

An R² value closer to 1 signifies that the independent variables account for a 
greater proportion of the variance in the dependent variable [20]. For instance, 
in studies of course enrollment trends, a high R² indicates that the chosen 
predictors—such as course duration, pricing, and content quality—effectively 
explain enrollment variations. 
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The importance of these metrics is highlighted across diverse domains, 
demonstrating their versatility in assessing model performance. In a study by 
Research [21], MAE was used to evaluate prediction accuracy in medical 
applications, showcasing its broad applicability. Similarly, research [19] 
underscored the critical role of MSE in performance evaluation, emphasizing its 
sensitivity to larger errors. These examples underline the relevance of these 
metrics in providing actionable insights into model strengths and areas for 
improvement. 

Gap in Existing Research 

The body of research on online education has made significant progress in 
identifying factors that influence student engagement, satisfaction, and 
performance. Despite these advancements, a substantial gap exists in 
predictive modeling specifically aimed at understanding course popularity on 
large-scale educational platforms. While many studies explore predictors of 
student success and adaptability in online learning, few provide a 
comprehensive framework that incorporates the diverse elements contributing 
to course popularity, such as pricing, content quality, and instructional design. 
Research [20] highlighted the importance of adaptability in online education and 
the role of economic conditions in shaping student engagement. However, their 
work does not examine course-specific factors that directly attract students, 
leaving an unexplored avenue for targeted research in this domain. 

Other studies, such as those by research [22], emphasize the absence of 
models for measuring self-regulated learning in online environments but fail to 
address how these learning strategies correlate with course popularity metrics. 
Similarly, research [23] identify critical success factors for e-learning, including 
interaction and feedback, but their research lacks a structured approach to 
integrating these factors into a model for predicting course popularity. This 
absence of predictive frameworks that consolidate course attributes, learner 
demographics, and engagement data highlights an area where further research 
is needed to bridge the gap between understanding learning outcomes and 
identifying the drivers of course appeal. 

Existing literature also overlooks the direct relationship between online learning 
resources and course popularity. For instance, research [24] examined the 
influence of digital environments on student learning strategies but did not 
explore how these environments impact enrollment and retention rates. 
Similarly, research [10] explored the benefits of blended learning, combining 
online and offline experiences, yet their work does not include predictive models 
that assess how such approaches contribute to course popularity on large-scale 
platforms. These studies focus primarily on learning outcomes without 
addressing the multifaceted nature of course appeal, leaving a critical gap in 
understanding what makes courses attractive to potential learners. 

The need for predictive models that assess course popularity on large-scale 
platforms like Udemy is evident. Addressing this gap could provide actionable 
insights for course developers and educational strategists, enabling them to 
optimize offerings based on data-driven understanding of learner preferences. 
Research that integrates predictors such as course design, pricing, and 
engagement metrics into a cohesive framework has the potential to significantly 
enhance the effectiveness of online education, making it more responsive to the 
needs of diverse learner populations. 



Artificial Intelligence in Learning 

 

Doan (2025) Artif. Intell. Learn. 

 

142 

 

 

Method 

The research method for this study consists of several steps to ensure a 
comprehensive and accurate analysis. The flowchart in figure 1 outlines the 
detailed steps of the research method. 

 

Figure 1 Research Method Flowchart 

Dataset Overview and Preprocessing 

The dataset used in this study is sourced from Udemy, a popular online learning 
platform. It comprises various features describing the courses offered, including 
whether the course is paid (`is_paid`), the price of the course (`price`), the 
number of lectures (`num_lectures`), the course difficulty level (`level`), the total 
content duration in hours (`content_duration`), the subject category (`subject`), 
the course publication date (`published_timestamp`), and the number of 
subscribers (`num_subscribers`). These features are particularly relevant for 
predicting the popularity of courses, as they capture critical information about 
course characteristics and audience engagement. 

To prepare the dataset for analysis, multiple preprocessing steps were applied. 
Initially, columns irrelevant to the study's objectives were excluded to focus on 
the selected attributes. The dataset was cleaned by removing any entries 
containing missing values to ensure consistency and reliability. This step 
ensured the integrity of the dataset and avoided potential biases or errors during 
model training and evaluation. Following this, categorical variables such as 
`level` and `subject` were encoded using a label encoding approach, 
transforming them into numerical representations suitable for the regression 
model. 

Temporal Features and Numerical Scaling 

Temporal information embedded within the `published_timestamp` column was 
extracted to enhance the analysis. The publication year (`year_published`) and 
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month (`month_published`) were derived as separate features, capturing 
seasonal and yearly trends in course popularity. These temporal features 
provided additional context about the time-related dynamics that could influence 
the success of online courses on the platform. 

Numerical features such as `price`, `num_lectures`, and `content_duration` 
were scaled using the StandardScaler method. This ensured that all features 
were normalized and operated on comparable scales, preventing features with 
larger numerical ranges from disproportionately influencing the regression 
model. After scaling, unnecessary columns were dropped to streamline the 
dataset. The final dataset was composed of engineered and scaled features, 
including `num_subscribers` (the target variable), encoded categorical 
variables, temporal attributes, and scaled numerical features, ensuring it was 
optimized for predictive modeling. 

Exploratory Data Analysis (EDA) 

The dataset was examined using descriptive statistics to understand the overall 
distribution and central tendencies of key variables such as course prices, 
content duration, and the number of subscribers. The average course price, as 
reflected by the scaled values, revealed a distribution clustered around zero, 
indicating effective normalization. The mean and median values for the number 
of subscribers highlighted a positively skewed distribution, with most courses 
having a low subscriber count but a few outliers with significantly higher 
engagement. Similarly, content duration showed a wide range, with some 
courses being concise while others offered extensive material, reflecting the 
diversity of course offerings on Udemy. 

These statistics provided critical insights into the structure of the dataset, 
identifying potential patterns and areas requiring further exploration. For 
instance, the significant range in the number of subscribers suggested a need 
to investigate features that differentiate popular courses from less popular ones. 
Summary statistics also confirmed the absence of missing values, ensuring the 
dataset was complete and reliable for analysis. Visualizations were employed to 
explore the distributions and relationships among the dataset's features. A 
histogram of the scaled course prices (figure 2) demonstrated a nearly uniform 
distribution, emphasizing that courses on Udemy cater to a wide spectrum of 
price points.  
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Figure 2 Histogram of Scaled Course Price 

A box plot comparing content duration across free and paid courses (figure 3) 
revealed that paid courses tend to offer longer content durations, suggesting a 
possible correlation between course payment type and value offered. 

 

Figure 3 Boxplot of Content Duration by Course Payment 

Further analysis using a bar chart of the average number of subscribers (figure 
4) per subject category highlighted notable differences in popularity among 
subjects. Some subjects consistently attracted more subscribers, indicating 
potential market preferences. These visual insights were instrumental in 
identifying initial trends and patterns that could inform subsequent predictive 
modeling. 

 

Figure 4 Bar Chart of Average Number of Subscribers 

A correlation heatmap (figure 5) was generated to evaluate the relationships 
between the number of subscribers and other predictor variables. The heatmap 
revealed significant positive correlations between the number of subscribers and 
features such as content duration and price, suggesting that longer and more 
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expensive courses tended to attract more subscribers. Encoded categorical 
variables, including subject and course level, exhibited weaker correlations but 
still provided valuable context for understanding course popularity. 

 

Figure 5 Correlation Matrix Heatmap 

This analysis also identified multicollinearity among certain features, such as 
price and content duration, which required careful consideration during model 
development. Correlation findings underscored the importance of selecting the 
most predictive features while minimizing redundancy, ensuring the model's 
efficiency and accuracy. 

Machine Learning Model 

The LightGBM model is selected for predicting online course popularity due to 
its efficiency and scalability in handling large datasets with high-dimensional 
features. LightGBM is a gradient boosting framework that constructs decision 
trees sequentially, optimizing for multi-class classification using the objective 
function `multiclass` and evaluation metric `multi_logloss`. The model is trained 
using a dataset with the target variable `popularity_category_encoded`, which 
represents the categorized popularity of Udemy courses. Predictors include both 
numerical and categorical features, such as course price, subject, content 
duration, and temporal attributes, ensuring a comprehensive input 
representation. 

To train and evaluate the model, the dataset is split into training and testing 
subsets using an 80-20 train-test split, maintaining randomness through a fixed 
seed value (random_state=42) for reproducibility. The training set contains the 
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majority of the data, enabling the model to learn patterns, while the testing set 
provides an independent evaluation of performance. To address potential 
imbalances in class distribution, LightGBM parameters, such as 
`scale_pos_weight` and `is_unbalance`, are utilized to ensure the model 
performs well across all popularity categories without biasing predictions 
towards dominant classes. 

Hyperparameter tuning is conducted to enhance the model’s predictive 
accuracy and prevent overfitting. Key tree-related parameters, including 
`num_leaves` and `min_data_in_leaf`, are optimized to balance model 
complexity and generalization. A relatively low learning rate (0.05) combined 
with 1000 iterations ensures gradual convergence towards an optimal solution. 
The parameter `max_depth` is set to -1, allowing unrestricted tree growth, while 
`lambda_l1` and `lambda_l2` regularization terms are applied to penalize overly 
complex models, ensuring robustness. 

Early stopping is implemented through the `early_stopping_rounds` parameter, 
which halts training when no significant improvement is observed in validation 
performance for 50 consecutive iterations. This technique minimizes 
computational overhead while maintaining model quality. The final LightGBM 
model incorporates these tuned hyperparameters and is trained using the 
training dataset, with real-time evaluation against the validation set to monitor 
progress and convergence. 

Model Evaluation and Feature Importance 

After training, the model’s performance is evaluated using accuracy and 
classification metrics, which provide insights into its predictive capabilities 
across all popularity categories. Predictions are generated for the testing set, 
and evaluation metrics such as accuracy score and a detailed classification 
report are used to assess the precision, recall, and F1-score for each category. 
These metrics reveal how effectively the model differentiates between courses 
of varying popularity levels. 

Feature importance analysis is conducted to interpret the contribution of each 
predictor to the model’s decisions. The importance values are calculated based 
on the reduction in loss function attributed to splits involving specific features. A 
visual representation of feature importance, in the form of a bar chart, highlights 
the most influential variables, such as content duration, subject, and course 
price, providing actionable insights into the factors driving course popularity on 
Udemy. 

Result and Discussion 

Model Performance 

The LightGBM model's performance was evaluated using accuracy and 
classification metrics, providing insights into its ability to predict course 
popularity categories. The overall accuracy achieved was 60.33%, indicating 
that the model correctly classified approximately 60% of the test samples. The 
classification report further detailed the model’s performance across three 
categories of course popularity. Precision scores for categories ranged from 
50% to 69%, with recall scores spanning 41% to 78%, and F1-scores between 
45% and 68%. These results demonstrate that the model performed relatively 
well for moderately and highly subscribed courses but showed limitations in 
accurately predicting the least subscribed category. 
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A macro-averaged F1-score of 60% indicates balanced performance across the 
categories, while the weighted average confirms consistent results despite class 
imbalances. The model showed the highest recall for the second category, 
indicating its effectiveness in identifying courses within this range of popularity. 
However, lower precision and recall for the third category highlight potential 
challenges in distinguishing these courses from others, possibly due to overlap 
in feature distributions or insufficient differentiation within the dataset. 

A scatter plot comparing the predicted versus actual values of 
`num_subscribers` was used to visualize the model’s accuracy. The plot 
revealed that while the model captured general trends in subscriber numbers, 
significant deviations occurred for courses at the extremes of popularity. 
Predicted values were closer to actuals for courses with moderate subscriber 
counts, whereas outliers with exceptionally high or low subscribers often 
showed larger prediction errors. This pattern suggests that additional features 
or advanced modeling techniques may be required to enhance accuracy for 
these cases. 

Feature importance analysis provided insights into the relative contributions of 
each predictor to the model’s performance. `num_lectures` emerged as the 
most influential feature, followed by ̀ price` and ̀ content_duration`, underscoring 
the importance of course structure and pricing in predicting popularity. Temporal 
features, including `month_published` and `year_published`, also played 
significant roles, highlighting seasonal trends and temporal relevance. 
Conversely, categorical features such as subject and level contributed less, 
suggesting that course characteristics beyond general categorizations may be 
more predictive of subscriber numbers. This analysis underscores the need to 
explore richer features to further refine predictions. 

Feature Importance and Interpretability 

The LightGBM model's feature importance analysis revealed key insights into 
the factors contributing to online course popularity. Among the features, the 
number of lectures emerged as the most significant predictor with an importance 
score of 1,603, suggesting that courses offering comprehensive content attract 
more subscribers. Pricing was the second most influential feature, with a score 
of 1,194, emphasizing its critical role in determining course accessibility and 
appeal. Content duration, with a score of 1,165, highlighted the significance of 
the depth and time investment required for courses in predicting popularity. 
These findings align with the expectation that learners favor courses offering a 
balance between comprehensive content and affordability. 

Temporal features, including the month and year of publication, also contributed 
significantly to the model's predictive power, with scores of 858 and 783, 
respectively. These results suggest seasonal and temporal trends influence 
course popularity, possibly reflecting user preferences for specific subjects 
during particular times of the year. In contrast, features such as whether the 
course was paid or free, and categorical variables like subject and course level, 
exhibited lower importance. For instance, the encoding for intermediate-level 
courses contributed a modest score of 116, and the expert level was the least 
significant with a score of 16, suggesting that these attributes alone may not 
strongly predict course popularity. 

A bar chart of feature importance scores (figure 6) was constructed to provide a 
clear visual representation of the influence of each variable. The chart 
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emphasized the dominance of quantitative features, such as the number of 
lectures, price, and content duration, over categorical and binary features. The 
steep drop in importance from content duration to other predictors, such as the 
course's subject or level, further underlines the stronger predictive value of 
numerical and temporal features. These visualizations facilitated interpretability, 
allowing a straightforward comparison of the relative influence of each feature. 

 

Figure 6 Feature Importance Bar 

Declaration of Competing The lower importance of categorical features like 

subject and course level indicates potential limitations in these variables' 
granularity or relevance. For instance, the relatively low scores for specific 
subjects, such as web development (222) and musical instruments (152), 
suggest that while these features provide contextual information, their predictive 
strength is overshadowed by numerical variables. This observation highlights 
the need for more nuanced or enriched categorical data to enhance model 
performance. Overall, the combination of numerical, temporal, and categorical 
features contributes to a holistic understanding of course popularity, with 
quantitative features providing the most robust insights. 

Comparative Analysis 

The LightGBM model's performance was benchmarked against a baseline 
prediction approach to evaluate its effectiveness in predicting course popularity. 
The baseline model used the mean value of the target variable as a constant 
prediction for all instances, representing a simplistic and non-dynamic approach. 
The accuracy of the baseline model was substantially lower compared to 
LightGBM, which achieved an accuracy of 60.3%. This demonstrates the 
LightGBM model’s ability to capture complex patterns and relationships within 
the dataset, significantly outperforming the baseline. The classification report 
further highlighted the precision, recall, and F1-scores for each class, indicating 
that LightGBM maintained a balanced performance across the three popularity 
categories, albeit with room for improvement in classifying less represented 
categories. 

The enhanced predictive capability of LightGBM can be attributed to its ability to 
handle both numerical and categorical features effectively while incorporating 
regularization techniques to mitigate overfitting. The use of weighted metrics 
ensured that imbalances within the dataset did not skew the results. The 
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comparative analysis reinforced that leveraging advanced machine learning 
algorithms, as opposed to simpler statistical models, provides a tangible 
advantage in predicting course popularity based on multidimensional feature 
sets. 

Discussion 

Despite its strong performance, the LightGBM model exhibited certain 
limitations and unexpected findings. Features such as the course's subject and 
level, which were hypothesized to have a substantial impact on popularity, 
showed relatively low importance in the model. For example, the expert-level 
encoding contributed the least, with an importance score of 16, suggesting that 
course popularity may be influenced more by tangible attributes like the number 
of lectures and pricing rather than the expertise level targeted by the course. 
This finding underscores the complexity of learner preferences and highlights 
the need for additional context or enriched categorical data to refine predictions. 

Another limitation observed was potential multicollinearity among numerical 
features, such as content duration and the number of lectures, which might have 
inflated their relative importance in the model. While the correlation analysis 
provided insights into feature relationships, further exploration using variance 
inflation factor (VIF) or feature engineering techniques could reduce redundancy 
and improve model interpretability. Moreover, the relatively modest overall 
accuracy and the lower F1-scores for certain categories emphasize the 
challenges of classifying courses with similar attributes but varying subscriber 
counts. Addressing these limitations could further enhance the predictive 
robustness and applicability of the model. 

Conclusion 

The study identified key factors influencing online course popularity on the 
Udemy platform, leveraging LightGBM for predictive modeling. Features such 
as the number of lectures, course price, and content duration emerged as the 
most significant contributors to course popularity. Temporal variables, including 
the month and year of publication, also played a role, highlighting the importance 
of timing in course enrollment trends. The LightGBM model achieved an 
accuracy of 60.3%, demonstrating its capability to handle the 
multidimensionality of the dataset while outperforming simpler baseline models. 
The classification performance across popularity categories provided insights 
into the predictive task's challenges. While precision and recall metrics showed 
balanced results, certain classes experienced lower predictive accuracy, 
reflecting the complexity of consumer behavior in online education. These 
findings emphasize the utility of machine learning in identifying the factors 
driving popularity and its potential to guide data-driven decisions for online 
education platforms. 

The insights from this research hold significant implications for online educators, 
course creators, and platform managers. Understanding that factors such as the 
number of lectures and pricing heavily influence popularity can inform the design 
and structuring of future courses. For instance, course creators might consider 
optimizing lecture counts to balance content richness with user engagement. 
Additionally, temporal patterns observed in the data suggest that publishing 
courses during specific periods could boost enrollment, providing actionable 
timing strategies for content release. Platform managers can leverage these 
findings to refine course recommendation algorithms, ensuring that users are 
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presented with relevant and engaging courses. Moreover, pricing strategies can 
be informed by the importance of cost in determining course popularity, enabling 
platforms to strike a balance between affordability and perceived value. These 
actionable insights underscore the potential of predictive modeling to enhance 
the effectiveness and reach of online educational offerings. 

Despite its contributions, the study encountered certain limitations that suggest 
directions for future research. The absence of metrics evaluating course quality, 
such as user ratings or reviews, restricted the model’s ability to account for 
subjective aspects of popularity. Incorporating these qualitative metrics could 
provide a more holistic understanding of factors influencing course success. 
Additionally, potential multicollinearity among numerical features like content 
duration and lecture counts may have influenced their relative importance, 
warranting further investigation. Future research could explore the integration of 
more complex algorithms, such as deep learning models, to improve predictive 
accuracy and capture nonlinear relationships. Expanding the dataset with 
external data sources, such as social media engagement or industry trends, 
could also enrich the analysis. Addressing these limitations and exploring these 
avenues would enhance the robustness and applicability of data-driven 
strategies for predicting online course popularity. 
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