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ABSTRACT 

This paper compares the performance of two machine learning algorithms, Random 

Forest and Logistic Regression, in predicting student course completion in online 

university courses using behavioral data. Behavioral data, including interaction logs 

and submission records, has proven to be crucial in identifying students at risk of non-

completion. The study evaluates the models using standard classification metrics 

such as accuracy, precision, recall, and F1-score, based on real-world data from 

online courses. Both models demonstrate exceptionally high predictive accuracy, with 

Logistic Regression achieving perfect classification and Random Forest closely 

following. While Logistic Regression is favored for its simplicity and interpretability, 

Random Forest excels in handling complex, non-linear relationships within the data. 

The analysis of feature importance reveals that student engagement, particularly 

through viewing and passing course materials, is a strong predictor of course 

completion. These findings offer significant practical implications for online education, 

supporting early interventions to enhance student retention. However, limitations 

such as the absence of certain behavioral data and the linear assumption in Logistic 

Regression suggest areas for future research. Expanding the dataset to include 

discussion forums, peer interactions, or additional machine learning models may 

provide deeper insights into improving student success in online courses. 

Keywords Predictive analytics, Random Forest, Logistic Regression, Online education, 

Student retention 

Introduction 

Online education has transformed the learning landscape, making education 
more accessible to a diverse range of students. This shift has been particularly 
pronounced during the COVID-19 pandemic, which necessitated a rapid 
transition to online learning environments. The increased reliance on digital 
platforms has highlighted the potential of online education to reach learners who 
may have previously faced barriers to traditional education, such as 
geographical constraints or scheduling conflicts [1]. The flexibility and 
convenience of online courses have made them an attractive option for many, 
contributing to a significant increase in enrollment across various educational 
institutions. 
However, despite the growing importance and accessibility of online education, 
challenges persist, particularly in student retention and success. Research 
indicates that retention rates for online courses are significantly lower than those 
for traditional face-to-face courses, with dropout rates estimated to be 15-20% 
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higher in online settings [2]. Factors contributing to this phenomenon include a 
lack of social interaction, insufficient instructor presence, and inadequate 
student support systems. The absence of a structured learning environment can 
lead to feelings of isolation among students, which negatively impacts their 
motivation and engagement [3]. 
To address these challenges, educational institutions must implement strategies 
that enhance student satisfaction and retention. Studies have shown that 
student satisfaction is closely linked to their overall retention in online programs 
[4]. Factors such as instructor accessibility, timely feedback, and the use of 
engaging instructional materials play a vital role in fostering a positive online 
learning experience. Additionally, leveraging learning analytics to identify at-risk 
students and provide targeted support can significantly improve retention rates. 
Institutions must also consider students' diverse needs and preferences when 
designing online courses to ensure that the learning experience is effective and 
engaging. 
Predictive modelling in education has emerged as a crucial tool for identifying 
students at risk of not completing their courses. By leveraging data analytics, 
educators and institutions can analyze various factors that contribute to student 
performance and retention, allowing for timely interventions that can significantly 
enhance student success rates. This approach is particularly vital in online 
learning environments, where the lack of physical presence can increase 
feelings of isolation and disengagement among students [5]. 
In recent years, the application of machine learning in predictive analytics has 
gained prominence, particularly in understanding and forecasting complex 
patterns, such as those observed in digital marketing and e-commerce, where 
Random Forest and Logistic Regression have been extensively evaluated for 
accuracy and robustness [6], [7]. This methodological rigor extends into the 
educational field, where sustainable data mining studies explore key predictors 
of student success, offering insights into factors that influence academic 
performance and retention [8], [9]. In educational research, understanding user 
behaviors through clustering and anomaly detection has proven effective in 
identifying at-risk students, as clustering techniques help reveal latent patterns 
that correlate with performance outcomes [10], [11]. Furthermore, 
advancements in predictive modeling for sequential data, as demonstrated in 
studies of time series forecasting, underscore the potential for using these 
models to monitor and predict student engagement over time [12], [13]. 
Collectively, these studies highlight the growing importance of applying machine 
learning techniques to educational datasets to derive actionable insights for 
enhancing student success and retention. 
Research indicates that predictive modelling can effectively identify at-risk 
students by analyzing historical data, including academic performance, 
engagement metrics, and demographic information. For instance, studies have 
shown that prior academic performance, such as GPA and previous course 
outcomes, are strong predictors of future success in online courses. By utilizing 
these indicators, institutions can develop targeted support strategies that 
address the specific needs of students who may be struggling, thereby 
improving retention rates [14]. 
Moreover, predictive modelling can facilitate early intervention strategies. For 
example, by monitoring student engagement through learning management 
systems, educators can identify patterns that may signal a decline in 
performance or motivation. This allows for timely outreach to students, offering 
additional resources or support before they reach a critical point of 
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disengagement [15]. Such proactive measures have been shown to positively 
impact student retention, as they provide the necessary support to help students 
navigate challenges they may encounter in their coursework. 
Additionally, integrating predictive analytics into educational practices can foster 
a more personalized learning experience. By understanding individual students' 
unique challenges, educators can tailor their approaches to meet diverse 
learning needs, thereby enhancing student satisfaction and engagement [16]. 
This personalized approach not only aids in retention but also improves 
academic outcomes, as students feel more supported and connected to their 
learning environment [17]. 
Predicting student completion in online university courses increasingly relies on 
analyzing student behavioral data, such as interaction logs and submission 
records. This data provides valuable insights into student engagement and 
performance, which are critical for identifying those at risk of not completing their 
courses. Research has shown that students' engagement characteristics, 
including their interaction with course materials and participation in discussions, 
are strong predictors of their success and completion rates in online courses 
[18]. By analyzing these behavioral patterns, educators can tailor their 
interventions to support at-risk students better. 
For instance, interaction logs can reveal how frequently students log into the 
course, the time spent on various activities, and their participation in 
collaborative tasks. These metrics are essential for understanding engagement 
levels. Studies indicate that higher levels of engagement correlate with improved 
academic performance and course completion. Conversely, a decline in 
interaction frequency or a lack of assignment submission can signal potential 
dropout risks. By monitoring these indicators, educators can intervene early, 
providing additional support or resources to help students stay on track [19]. 
Moreover, the use of predictive analytics allows institutions to create models that 
forecast student outcomes based on historical data. For example, predictive 
models can analyze submission records to identify patterns that precede course 
failures, such as late submissions or incomplete assignments. This proactive 
approach enables educators to reach out to students who exhibit these 
behaviors, offering personalized support to significantly enhance their chances 
of successfully completing the course [20]. 
Integrating learning analytics into educational practices also facilitates a more 
nuanced understanding of student behavior. By employing data mining 
techniques, institutions can uncover trends and correlations within large 
datasets, allowing for more informed decision-making regarding course design 
and student support services. This data-driven approach not only aids in 
identifying at-risk students but also enhances the overall learning experience by 
ensuring that educational resources are allocated effectively. 
The existing literature on predicting student completion in online university 
courses has made significant strides, but there are notable gaps in identifying 
the most effective algorithms for this task. Much of the research to date has 
focused on traditional machine learning models such as logistic regression, 
decision trees, and support vector machines, which have shown success in 
some contexts. However, there has been limited comparative analysis of more 
advanced ensemble-based algorithms like Random Forest, which may offer 
greater accuracy and robustness in modeling the complex interactions present 
in student behavioral data. This gap is particularly relevant as online learning 
environments continue to expand, requiring models that can better handle the 
non-linear relationships and high-dimensional data often seen in these settings. 
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Additionally, a substantial portion of current studies emphasizes only basic 
engagement metrics—such as login frequency or time spent on course 
materials—while overlooking the potential for combining these with richer data 
sources like submission records, assignment completion rates, or interaction 
patterns. The lack of integrated behavioral data in many predictive models limits 
their ability to capture the nuances of student engagement and performance 
fully. Studies incorporating multiple types of student behavior, including 
submission logs, could offer more precise predictions of student outcomes. 
However, this area remains underexplored, allowing further research into 
holistic models that merge various behavioral datasets to enhance prediction 
accuracy. 
Furthermore, while some research has explored the use of predictive analytics 
in educational settings, direct algorithm comparisons are scarce across different 
learning environments, particularly in large-scale online courses. Most studies 
either examine small datasets or focus on traditional classroom settings, failing 
to address the unique challenges posed by online education [21]. This gap 
highlights the need for more comprehensive evaluations of algorithm 
performance in diverse online education contexts, particularly with large, 
heterogeneous datasets typical of university-level online courses. The absence 
of such evaluations makes it difficult to determine which models generalize best 
to these environments, underscoring the need for more research in this area to 
ensure robust, scalable solutions for predicting student completion. 
The primary objective of this study is to compare the effectiveness of two widely 
used machine learning algorithms—Random Forest and Logistic Regression—
in predicting student course completion in online university environments. Both 
algorithms have been employed in educational data mining, but their 
comparative performance remains underexplored when applied to behavioral 
data, such as interaction logs and submission records. Understanding how 
these models predict course completion can provide valuable insights for 
educational institutions seeking to improve student retention through data-driven 
interventions. 
Additionally, the findings of this study contribute to the broader educational 
technology landscape by providing a scalable solution that can be adapted 
across various learning management systems and educational platforms. The 
insights gained from comparing Random Forest and Logistic Regression can 
inform the development of predictive tools integrated into these platforms, 
making it easier for educators to monitor student progress and intervene when 
necessary. This research thus holds the potential to significantly enhance the 
personalization and effectiveness of online education, ensuring that data-driven 
methodologies are better utilized to meet the diverse needs of students in the 
digital learning environment. 

 

Literature Review 

Overview of Predictive Analytics in Education 

Predictive analytics in education, especially in online learning environments, has 
become a central focus for researchers aiming to enhance student retention and 
academic success. This field involves using machine learning (ML) algorithms 
and statistical models to analyze student data, which helps institutions forecast 
academic outcomes and intervene before students disengage or fail to complete 
their courses. The growing availability of student interaction data, such as 
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participation in learning management systems (LMS) and submission patterns, 
has further fueled the development of predictive models designed to identify at-
risk students. These models enable educators to provide timely support, 
improving both retention and student outcomes. 
Various machine learning models have been applied to predictive analytics in 
education. Neural networks, for instance, are frequently praised for their ability 
to process large datasets and capture non-linear relationships within student 
behavior, leading to high prediction accuracy in student performance. Other 
models, such as logistic regression and decision trees, remain popular due to 
their interpretability and ease of implementation. However, their predictive 
power may be less robust when dealing with complex datasets [22]. Moreover, 
combining multiple data sources—ranging from demographic data to behavioral 
metrics—has enhanced the predictive capabilities of these models, allowing 
them to account for a wider range of factors influencing student success [23]. 
The application of predictive analytics in online learning has yielded valuable 
insights into student engagement and dropout rates. For example, studies have 
demonstrated that clickstream data, which tracks how students interact with 
course materials, can be used to predict dropout rates with considerable 
accuracy, particularly in Massive Open Online Courses (MOOCs). Research 
[24] also identified indicators such as discussion forum participation and peer 
evaluation quality as significant predictors of academic success. Early warning 
systems (EWS) that utilize predictive models have been developed to alert 
educators when students risk failing, allowing for timely interventions. These 
systems often display data through dashboards, which make predictions and 
student engagement metrics easily accessible for teachers and administrators. 
Despite the advancements in predictive analytics, challenges remain regarding 
these technologies' ethical use and actual impact. The study [25] noted that 
while there is a theoretical basis for predictive analytics, empirical evidence 
showing substantial improvements in student outcomes is still limited. 
Furthermore, concerns about data privacy and potential biases in the algorithms 
require careful consideration, as they can disproportionately affect 
underrepresented student populations. Addressing these challenges is crucial 
for ensuring that predictive models are accurate, equitable, and beneficial to all 
students. As the field progresses, the ethical implications and transparency in 
predictive modeling need to be central to developing and implementing these 
systems in educational settings. 

Behavioral Data in Predicting Student Success 

Student interaction data, such as clickstream data, submission logs, and event-
based data, has gained increasing prominence in educational data mining. This 
type of behavioral data is crucial for understanding how students engage with 
online learning materials and predicting their academic success. Researchers 
have focused on leveraging these digital footprints to build models that can 
accurately forecast outcomes such as course completion, academic 
performance, and retention. Clickstream data, which tracks student navigation 
through online course platforms, is particularly valuable for identifying 
engagement patterns that correlate with success or risk of failure. Submission 
logs detailing the frequency and timing of task completions and event-based 
data, such as attempts to engage with specific activities, provide a 
comprehensive view of student behavior, making these data points integral to 
predicting success metrics. 
Several studies have explored the predictive power of this behavioral data. 
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Research [26] demonstrated the efficacy of integrating clickstream data with 
content-based resources in predicting student performance. In their study, the 
combination of interaction data from a MOOC and traditional content-related 
data significantly improved the accuracy of predictions. The research highlighted 
the importance of understanding how students engage with the content and how 
much they learn. Similarly, research [27] a systematic literature review was 
conducted that underscored the increasing need for data-driven, evidence-
based decision-making in education. Their work pointed to the opportunities 
presented by large-scale behavioral data in crafting more personalized and 
effective interventions to improve student outcomes. 

Random Forest and Logistic Regression in Educational Data Mining 

In educational data mining, both Random Forest and Logistic Regression have 
been extensively applied for classification tasks, each offering distinct 
advantages and limitations. These models have been pivotal in predicting 
student outcomes, such as course completion, performance, and dropout risk, 
by leveraging various behavioral and academic datasets. This section reviews 
key studies that have applied these models in educational contexts, 
emphasizing their strengths and challenges in handling classification tasks. 
Random Forest, an ensemble learning method that constructs multiple decision 
trees and outputs the mode of their predictions, has demonstrated effectiveness 
in educational settings. The research [28] applied the Random Forest algorithm 
to predict student dropout rates, highlighting its capability to manage imbalanced 
datasets and deliver accurate predictions. One of the main advantages noted in 
their study is Random Forest's ability to handle many input variables without 
discarding irrelevant factors—a significant benefit in education, where diverse, 
interconnected variables often influence student success. Research [29] also 
applied Random Forest to analyze the performance of engineering students, 
concluding that the model was particularly useful in capturing complex 
interactions between predictors, such as early academic achievements and 
graduation outcomes. 
While Random Forest is known for its high accuracy and the ability to measure 
variable importance, it has certain drawbacks. Its computational intensity and 
the need for careful tuning of hyperparameters to avoid overfitting are commonly 
cited limitations, especially with smaller datasets. Additionally, the model's 
complexity can make it challenging to provide clear interpretations of how 
individual predictors relate to student outcomes, which can be a critical factor in 
educational research where stakeholders value interpretability. 
Logistic Regression, a statistical model used for binary classification, has also 
been widely employed in educational data mining. This model is valued for its 
simplicity and interpretability, making it suitable for understanding the factors 
influencing student success.  
Despite its advantages, Logistic Regression assumes a linear relationship 
between the log odds of the outcome and the predictor variables, which can limit 
its performance when dealing with non-linear relationships. This constraint 
makes the model less flexible than Random Forest when working with complex 
educational datasets. Furthermore, Logistic Regression may face difficulties in 
handling high-dimensional data where the number of predictors exceeds the 
number of observations, potentially leading to overfitting. 
Both Random Forest and Logistic Regression have demonstrated their utility in 
educational data mining, yet their applications depend heavily on the specific 
context and research goals. Random Forest is highly effective for large-scale 
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datasets with numerous predictors and complex interactions, making it ideal for 
projects where accuracy and robustness are prioritized. In contrast, Logistic 
Regression's simplicity and interpretability make it a preferred choice in 
educational studies where understanding the relationship between variables is 
essential. Given these trade-offs, the choice between the two models should be 
guided by the nature of the dataset and the need for either interpretability or 
handling complexity. 

Summary and Research Gap 

The literature review highlights the effectiveness of both Random Forest and 
Logistic Regression in educational data mining, particularly for classification 
tasks involving student outcomes. Random Forest is valued for its ability to 
handle complex interactions within large datasets, providing robust predictions 
while mitigating overfitting through its ensemble nature. On the other hand, 
Logistic Regression offers a simpler, more interpretable model, often favored for 
its transparency in understanding the relationships between predictor variables 
and student success. Both models have demonstrated utility in educational 
contexts, yet their comparative effectiveness in predicting student completion in 
online university courses, specifically using behavioral data, remains 
underexplored. 
The need to compare these two algorithms arises from the unique challenges 
online education poses. Behavioral data, including clickstream data, submission 
logs, and other interaction-based metrics, provides a wealth of information about 
how students engage with their coursework. However, accurately predicting 
course completion from this data requires models that can effectively capture 
and interpret these patterns. Random Forest’s ability to model non-linear 
relationships and feature interactions contrasts with Logistic Regression’s 
straightforward, interpretable approach, compelling the need to determine which 
model performs better under the specific conditions of online learning 
environments. 
While existing studies have applied these algorithms individually to educational 
datasets, there is a significant gap in research comparing their performance 
specifically in the context of student behavioral data in online education. As 
online learning becomes increasingly prevalent, understanding which model 
offers superior predictive power is essential for educators and administrators 
seeking to enhance student retention through data-driven interventions. This 
study addresses this gap by directly comparing random forest and logistic 
regression, contributing to the growing field of educational predictive analytics. 

Method 

The research method for this study consists of several steps to ensure a 
comprehensive and accurate analysis. The flowchart in Figure 1 outlines the 
detailed steps of the research method. 



Artificial Intelligence in Learning 

 

Irfan et. al. (2025) Artif. Intell. Learn. 

 

8 

 

 

 

Figure 1 Research Method Flowchart 

Dataset Description 

This study utilizes two primary datasets, event_data_train.csv and 
submissions_data_train.csv, to analyze student behavior and predict course 
completion in an online university setting. These datasets provide a detailed 
view of student interactions and submission patterns, which serve as key 
indicators for predicting whether students successfully complete their courses. 
Both datasets offer granular information about how students engage with the 
online learning platform and their progress through practical tasks, forming the 
basis for feature engineering and model training. 

The event_data_train.csv dataset contains records of various student 
interactions with course steps, which are represented as events. Key features 
in this dataset include `step_id`, `timestamp`, `user_id`, and `action`. The 
`action` column logs different types of student activities, such as `viewed` 
(viewing a course step), `started_attempt` (beginning an attempt to solve a 
problem), `passed` (successfully completing a practical task), and `discovered` 
(transitioning to a new course step). Each event provides valuable insight into 
student engagement, allowing for the measurement of activity frequency, 
engagement duration, and interaction patterns. These behavioral metrics are 
essential for identifying trends in student participation, which can be linked to 
course completion rates. 

The submissions_data_train.csv dataset captures detailed submission records 
for practical tasks, providing complementary information to the interaction data. 
The dataset includes `step_id`, `timestamp`, `user_id`, and 
`submission_status`. The `submission_status` field indicates whether a 
student's submission was `correct` or `wrong`, offering a clear measure of 
student performance on assignments. By tracking the timing and outcomes of 
these submissions, this dataset allows for an analysis of how student efforts in 
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practical assignments impact their likelihood of completing the course. For 
instance, patterns of frequent incorrect submissions or delayed task 
completions may indicate students who are at risk of not finishing the course. 

Together, these datasets form a comprehensive picture of student engagement 
and performance. The interaction logs from event_data_train.csv provide 
insights into students' behavioral patterns, while the submission records from 
submissions_data_train.csv offer a performance-based perspective on student 
progress. By integrating these two datasets, the study aims to create predictive 
models that leverage both engagement and performance features to accurately 
predict course completion. These datasets enable the extraction of key 
behavioral features, such as the total number of events per student, the ratio of 
correct to incorrect submissions, and the frequency of engagement with specific 
course steps, all of which are critical to the analysis. 

Exploratory Data Analysis (EDA) 

The initial step in the exploratory data analysis involved cleaning the datasets 
to ensure consistency and usability. The event_data_train.csv and 
submissions_data_train.csv datasets contained no missing values in their 
primary columns, such as `step_id`, `timestamp`, `user_id`, and `action`. 
However, the `timestamp` fields were stored in Unix format, which was 
converted into readable date-time formats for easier analysis of time-based 
patterns in student activity. The `action` and `submission_status` columns, 
which contained categorical variables representing different types of student 
actions and submission outcomes, were encoded for modeling purposes. 
Specifically, actions such as `viewed`, `passed`, `discovered`, and 
`started_attempt` were encoded into numerical labels, and the submission 
statuses `correct` and `wrong` were similarly transformed. To gain insight into 
student behavior, several visualizations were generated.  

 

Figure 2 Distribution of Event Types 

 

Figure 2 illustrates the distribution of different event types in an online learning 
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dataset, with the x-axis representing various student actions and the y-axis 
displaying their frequencies. The most common event type is "viewed," with 
approximately 1.8 million occurrences, indicating that a large portion of student 
interactions involve passively viewing course content. This suggests that 
students are primarily consuming material without necessarily engaging in more 
active learning processes. The "discovered" event type, which represents 
students transitioning to new steps or topics, is the second most frequent event, 
with fewer than 1 million instances. This reflects moderate engagement as 
students explore different sections of the course. The "passed" event, which 
represents students successfully completing tasks, shows a lower frequency 
than both viewing and discovering events. This implies that fewer students are 
completing practical tasks, highlighting a potential drop-off in engagement when 
it comes to active participation. Finally, "started_attempt" has the lowest 
frequency among the event types, indicating that only a small subset of students 
are attempting tasks in the first place. The disparity between viewing content 
and attempting or completing tasks suggests that while many students passively 
engage with the course, fewer take the necessary steps to actively participate 
and succeed. This highlights a potential challenge in moving students from 
passive engagement to active learning, which could impact overall course 
completion rates. 

 

Figure 3 Distribution of Submission Statuses 

Figure 3 shows the distribution of submission statuses in the online learning 
dataset, with the x-axis representing the different submission outcomes, and the 
y-axis showing the frequency of each outcome. The chart highlights two 
submission statuses: "wrong" and "correct." The "wrong" submission status is 
more frequent, with nearly 290,000 occurrences, while the "correct" submission 
status has fewer occurrences, totaling just under 250,000. This indicates that 
students, on average, submit more incorrect solutions before achieving a 
correct answer. The difference in frequency between wrong and correct 
submissions suggests that many students face challenges when attempting 
tasks, leading to a higher proportion of incorrect submissions. This pattern may 
reflect difficulties in understanding course materials or the complexity of tasks, 
requiring students to make multiple attempts before succeeding. The higher 
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frequency of incorrect submissions could be a useful indicator for identifying 
areas where students struggle, highlighting the potential need for additional 
instructional support or feedback to help students overcome obstacles and 
improve task completion rates. 

 

Figure 4 Student Activity Over Time (Daily) 

 

Figure 4 represents student activity over time, where the x-axis shows the 
timeline (from mid-2015 to mid-2018), and the y-axis shows the number of 
events (student interactions) occurring daily. At the beginning of the time series, 
there is a significant spike in student activity, with the number of events reaching 
over 40,000 daily. This likely reflects a strong initial engagement at the start of 
the course or program, possibly due to onboarding or the release of critical 
course materials. However, after this initial surge, the activity quickly drops off 
and stabilizes at a lower baseline. Between 2016 and 2018, the activity remains 
relatively stable, with smaller peaks and troughs indicating periodic increases in 
engagement, possibly corresponding to specific milestones, assignments, or 
exams. Toward the end of the timeline, there is a noticeable increase in activity 
once again, possibly due to final assessments or project deadlines. This pattern 
of high initial activity followed by a period of relative inactivity is typical in online 
learning environments, where many students engage early and fall off in 
participation over time. 

 



Artificial Intelligence in Learning 

 

Irfan et. al. (2025) Artif. Intell. Learn. 

 

12 

 

 

 

Figure 5 Student Activity by Hour of the Day 

 

Figure 5 shows student activity by the hour of the day, where the x-axis 
represents the 24-hour day, and the y-axis represents the frequency of student 
interactions. The chart reveals that student activity increases steadily 
throughout the day, starting around 5:00 a.m. Activity peaks between 10:00 a.m. 
and 7:00 p.m., with the highest frequency of interactions occurring around noon 
and early evening. After 8:00 p.m., activity starts to decline sharply, with the 
lowest levels of engagement occurring between 1:00 a.m. and 5:00 a.m.  This 
distribution suggests that students tend to engage with their courses during 
typical working or study hours, with a preference for late mornings and 
afternoons. There is significantly less engagement during nighttime, particularly 
in the early morning hours, which is consistent with typical online learning 
patterns where students manage their coursework around their daily schedules.  

Descriptive statistics for the key features in both datasets helped summarize the 
overall trends in student behavior and performance. In the event_data_train.csv 
dataset, the number of unique `step_id` values was 198, and the `user_id` 
column indicated that 19,234 unique students participated in the online courses. 
The mean and median timestamps reflected a broad range of activity, with 
students interacting with course steps from mid-2015 to mid-2018. The number 
of `viewed` events dominated, while `passed` and `started_attempt` actions 
were less frequent, highlighting the passive nature of many students’ 
engagement. Similarly, the submissions_data_train.csv dataset showed that 
the `wrong` submission status occurred more frequently than the `correct` 
status, with 286,399 incorrect submissions compared to 222,705 correct ones. 
The mean submission time, measured by the `timestamp` column, aligned with 
the events dataset, indicating that both submission and event activities followed 
similar temporal patterns. Additionally, the distribution of submission attempts 
across the 9,940 unique students further emphasized the challenges many 
students faced when attempting to complete practical tasks, as reflected in the 
higher frequency of incorrect submissions. 
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Feature Engineering 

To enable the prediction of student course completion, key features were 
derived from the available event and submission data. For each student, we 
calculated the total counts of event types such as "viewed," "discovered," 
"started_attempt," and "passed." This allowed us to quantify the level of 
interaction students had with course materials. In addition to these counts, we 
computed the passed/viewed ratio, a critical feature that reveals the proportion 
of viewed steps that were successfully completed by the student. This ratio is 
an important indicator of student progress. Furthermore, submission data was 
used to create features capturing the count of correct and wrong submissions 
per student. These features help differentiate between students who persist and 
improve through attempts and those who struggle to submit correct solutions. 
The combination of interaction-based features and submission-based features 
provided a holistic view of student engagement and task completion efforts, 
laying the groundwork for training predictive models. 

Model Training 

Two models, Random Forest and Logistic Regression, were chosen for 
comparison in this study. Random Forest was selected due to its robustness in 
handling high-dimensional data and its ability to model complex interactions 
between variables. It has been frequently used in educational data mining for 
its high accuracy in classification tasks. Logistic Regression, on the other hand, 
was chosen for its simplicity and interpretability, making it ideal for situations 
where the relationship between predictors and the outcome needs to be easily 
understood. The comparison between these two models aimed to determine 
which method is more effective for predicting course completion using 
behavioral data. The dataset was divided into training and testing sets using an 
80-20 split to ensure that the model could generalize well on unseen data. The 
training set was used to build the models, while the testing set was reserved for 
evaluating their performance. Cross-validation with five folds was also applied 
to further assess the consistency of the models across different subsets of data, 
ensuring that the results were not dependent on any particular random split. The 
performance of both models was evaluated using several standard 
classification metrics: accuracy, precision, recall, and the F1-score. Accuracy 
measures the overall correctness of the model’s predictions. Precision is the 
proportion of positive predictions that are correct, while recall indicates how well 
the model identifies true positives. The F1-score provides a balance between 
precision and recall, making it useful for datasets where class distribution may 
be imbalanced. The results showed that both models performed well, with near-
perfect scores across all metrics, particularly in terms of recall and F1-score, 
suggesting that both Random Forest and Logistic Regression are highly 
effective in predicting student course completion based on behavioral data. 

Result and Discussion 

Model Performance 

The performance of the Random Forest and Logistic Regression models was 
evaluated using several classification metrics, including accuracy, precision, 
recall, and the F1-score. Both models demonstrated exceptionally high 
performance across all metrics when predicting student completion in online 
university courses based on behavioral data, shown in Table 1. The Random 
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Forest model achieved an accuracy of 0.9995, with a precision of 1.0 and a 
recall of 0.9991. The F1-score for this model was calculated as 0.9995, 
reflecting its balanced performance in identifying both students who completed 
their courses and those who did not. Similarly, the Logistic Regression model 
performed with an accuracy of 1.0, yielding perfect scores for precision, recall, 
and F1-score. These results suggest that Logistic Regression accurately 
classified all instances in the test set without error, which might be attributed to 
the strong linear relationships present in the dataset. In terms of cross-
validation, Random Forest yielded a slightly lower variance in its metrics, with 
an average accuracy of 0.9999 (± 0.0001), while Logistic Regression also 
performed consistently, showing similar variance in its accuracy (0.9999 ± 
0.0001). 

Table 1. Model Performance Results 

Model Accuracy Precision Recall F1-Score 

Random Forest 0.9995 1 0.9991 0.9995 

Logistic Regression 1 1 1 1 

Both models performed remarkably well in this classification task, but the slight 
differences in recall and F1-score for Random Forest highlight its ability to 
handle more nuanced cases, particularly in large datasets with complex 
relationships. While Logistic Regression offers simplicity and interpretability, 
Random Forest may provide additional robustness, particularly in cases with 
non-linear patterns. 

Discussion 

These results suggest that both Random Forest and Logistic Regression are 
highly effective for predicting student course completion based on behavioral 
data, with minimal differences in their overall performance. Logistic 
Regression's perfect results, however, should be interpreted with caution, as its 
linear assumption may not always capture underlying complexities in more 
varied datasets. On the other hand, Random Forest, through its ensemble 
nature, is better suited to detect intricate patterns and interactions between the 
features, making it a more versatile choice in diverse educational settings. 

Given the near-identical performance of both models, the choice between 
Random Forest and Logistic Regression in educational data mining applications 
might depend on specific project requirements. For example, if interpretability 
and simplicity are key concerns, Logistic Regression is an excellent choice. 
However, if the dataset exhibits complex relationships and interactions that 
need to be captured, Random Forest may offer superior flexibility without 
compromising accuracy.  

The comparison between Random Forest and Logistic Regression models for 
predicting student course completion revealed that both algorithms performed 
with extremely high accuracy. Logistic Regression achieved a perfect accuracy 
score, classifying all instances correctly. Random Forest, while slightly lower in 
terms of recall (0.9991), demonstrated robust performance across all metrics, 
including an F1-score of 0.9995. Despite the near-identical results in predictive 
accuracy, Logistic Regression’s simplicity and linearity contrasted with Random 
Forest’s more complex decision tree ensemble approach. The latter’s strength 
lies in its ability to handle large datasets with intricate interactions, which 
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suggests that Random Forest may be better suited to handle more complicated 
educational datasets in future research. 

Random Forest’s inherent ability to measure feature importance allowed for 
deeper insights into the variables that most significantly impacted student 
completion. Among the most influential features were "viewed" and "passed" 
events, indicating that students who consistently interacted with course 
materials and successfully completed steps were more likely to finish the 
course. Additionally, the ratio of "passed" to "viewed" events played a key role 
in prediction, demonstrating that students who frequently engaged with 
materials but did not pass them were at greater risk of not completing the 
course. Logistic Regression, although not providing feature importance directly, 
showed similar tendencies in its coefficient analysis, with higher engagement 
and successful task completion correlating with higher probabilities of course 
completion. 

The findings from both models suggest critical insights for educators seeking to 
improve student retention in online courses. High engagement with learning 
materials (viewed events) and successful progression through the course 
(passed events) are crucial indicators of student success. Identifying students 
who engage with content but struggle to pass can help educators intervene 
early, providing additional support to those at risk of not completing their 
courses. The ability to leverage behavioral data to predict student outcomes 
offers significant potential for improving personalized learning experiences, 
allowing institutions to tailor interventions and resources to individual student 
needs based on their interaction patterns. 

From a practical perspective, these results can assist educational institutions in 
developing more effective retention strategies. By using predictive models like 
Random Forest or Logistic Regression, administrators can monitor student 
activity in real-time and intervene when patterns suggest a risk of dropout. This 
approach not only enhances course retention rates but also promotes a more 
proactive and supportive learning environment. For example, targeted outreach 
campaigns could be designed for students with low passed/viewed ratios, or 
additional resources might be directed toward those consistently viewing but not 
progressing in course steps. In conclusion, applying these predictive models 
can provide actionable insights that ultimately help improve student retention in 
online university courses. 

Conclusion 

The comparison between Random Forest and Logistic Regression for 
predicting student course completion in online university courses revealed that 
both models achieved exceptional performance. Logistic Regression slightly 
outperformed Random Forest, achieving a perfect accuracy, precision, recall, 
and F1-score across all evaluation metrics. Random Forest followed closely 
with similarly high scores but showed a minor drop in recall compared to Logistic 
Regression. Both models demonstrated their ability to effectively predict course 
completion based on student behavioral data, although the simplicity and 
interpretability of Logistic Regression make it an ideal model in many 
educational contexts. The practical implications of these findings suggest that 
predictive analytics can play a transformative role in online education. By 
leveraging student interaction data, such as event logs and submission records, 
educators can proactively identify at-risk students who might struggle to 
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complete their courses. Early identification through predictive modeling allows 
institutions to tailor interventions, such as offering additional support, 
personalized feedback, or providing supplementary resources. This proactive 
approach enhances student success and retention, helping to minimize dropout 
rates in online learning environments. Moreover, applying such models 
contributes to data-driven decision-making in education, which ultimately 
improves the overall quality of online learning experiences. 

Despite the strong results, this study faced several limitations. First, the analysis 
was based on a specific set of behavioral data from events and submission logs, 
which may not capture the full complexity of student learning experiences. The 
models, while highly accurate, were also limited by the nature of the features 
available, such as lacking data on student participation in forums, peer 
interactions, or instructor feedback. Additionally, while Random Forest is known 
for managing complex datasets, it can be computationally intensive, and 
Logistic Regression, despite its simplicity, assumes a linear relationship 
between features and the outcome, which may not hold true in all contexts. 
Potential biases may have also emerged due to the focus on a single dataset 
from online courses, which could affect the generalizability of the findings. 
Future research could address these limitations by incorporating additional data 
sources, such as discussion forum participation, peer evaluations, or interaction 
data with instructors. Testing other machine learning algorithms, such as 
Support Vector Machines or deep learning models, might also yield new insights 
into the predictive power of different approaches. Expanding the study to other 
types of online courses, such as MOOCs or blended learning environments, 
would further validate the findings and increase their applicability. Additionally, 
research focusing on developing hybrid models that combine the strengths of 
both Random Forest and Logistic Regression could offer more robust solutions 
for predicting student success in online education. 
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