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ABSTRACT 

This study utilizes K-Means clustering to analyze student behavioral patterns based 

on study hours, attendance, and tutoring sessions, aiming to understand their impact 

on educational achievement. Educational Data Mining (EDM) methods have 

increasingly been applied to uncover patterns in student engagement, providing 

valuable insights for personalized education. By clustering students into groups such 

as high achievers, average performers, and those needing support, the study 

highlights distinct patterns of academic engagement, which can inform targeted 

interventions. The dataset includes 6,607 students, with clustering conducted after 

preprocessing steps like handling missing values and feature scaling. Using the 

Elbow Method, three clusters were identified as optimal, each representing unique 

behavioral profiles among students. The results demonstrate clear distinctions in 

student engagement across clusters. High achievers exhibit high study hours, regular 

attendance, and frequent tutoring sessions, suggesting a proactive approach to 

academic support. Average performers maintain moderate engagement, while 

students needing support show lower values across all metrics, indicating potential 

academic risks. The clustering was validated using metrics such as the Silhouette 

Score, which confirmed the clusters’ coherence and relevance. The findings carry 

practical implications for educators and policymakers. Identifying students at risk early 

enables institutions to allocate resources effectively, tailoring support to foster better 

educational outcomes. However, the study’s focus on three behavioral metrics is a 

limitation, and future research could incorporate additional variables such as 

motivation and parental involvement for a more comprehensive analysis. Advanced 

clustering methods and predictive models could further refine these insights, paving 

the way for more nuanced educational interventions. 

Keywords Student Behavioral Clustering, K-Means In Education, Educational Data 

Mining, Student Engagement Patterns, Academic Performance Analysis 

Introduction 

The rise of data-driven decision-making in education has underscored the 
critical role of data mining techniques in understanding student performance 
and behavior. Educational Data Mining (EDM) and Learning Analytics (LA) are 
two prominent fields that utilize data mining methodologies to transform raw 
educational data into meaningful insights. These fields have become important 
as educators and institutions aim to address diverse learning challenges by 
uncovering hidden trends, predicting academic outcomes, and personalizing 
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the learning experience. In this context, data mining provides the tools 
necessary to analyze vast datasets related to student behavior, engagement, 
and academic performance, thus enhancing the ability to intervene proactively 
and improve educational outcomes. 

Within the realm of educational research, specific data mining techniques, 
including clustering, classification, and association rule mining, have been 
applied to address various challenges in student performance analysis. 
Clustering techniques, such as K-Means, enable researchers to segment 
students into meaningful groups based on behavioral metrics, such as study 
hours, attendance, and tutoring sessions. This segmentation facilitates targeted 
interventions, allowing educators to design personalized learning pathways for 
different types of learners. Additionally, studies like those by [1] have highlighted 
the significant potential of these techniques to analyze large-scale educational 
data, providing actionable insights that help improve both learning and teaching 
processes. 

Educational data mining and clustering techniques have gained considerable 
attention as effective methods for understanding and predicting patterns in 
various domains, including e-commerce, social media, and education. Studies 
have shown that sustainable educational data mining can be instrumental in 
identifying key factors that predict student academic performance, while 
clustering algorithms like K-Means and DBSCAN have proven effective in 
segmenting data across multiple contexts [2], [3]. Comparative analyses of K-
Means and DBSCAN algorithms reveal their value in customer segmentation, 
highlighting the adaptability of clustering for diverse applications, including 
targeted retail pricing in digital advertising [4], [5]. Additionally, K-Means 
clustering has been successfully applied in identifying sentiment patterns on 
social media platforms, which demonstrates the algorithm's robustness in 
uncovering underlying behavioral trends [6], [7]. The use of clustering 
techniques has also extended to fields like finance and the metaverse, where 
clustering supports nuanced insights into user behavior, risk analysis, and 
anomaly detection, suggesting potential implications for understanding student 
engagement in educational contexts [8], [9]. This growing body of literature 
underscores the flexibility and efficacy of clustering methodologies across 
various fields, reinforcing their relevance for analyzing student behavioral 
patterns in academic settings. 

Clustering techniques are a fundamental tool in educational data mining, 
enabling educators to identify distinct groups of students based on behavioral 
and performance patterns. These techniques provide a powerful way to 
categorize students according to shared attributes, such as study habits, 
attendance, and engagement levels, offering valuable insights into the diverse 
learning needs present within a classroom. By grouping students with similar 
characteristics, educators can move beyond the one-size-fits-all approach and 
implement more targeted interventions, improving both teaching strategies and 
academic outcomes. This approach is especially beneficial in identifying at-risk 
students who may require additional support or resources to succeed 
academically [1]. 

The application of clustering to educational data allows educators to design 
tailored interventions for each student group, making it easier to address 
specific challenges and learning needs. For example, students who consistently 
perform well in terms of attendance and study hours may require more 
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advanced learning materials. In contrast, students with lower engagement 
levels may benefit from increased tutoring or mentoring programs. Clustering 
can highlight such groupings, enabling timely and relevant interventions. 
Studies like those conducted by [10] demonstrate that clustering methods can 
help identify students at risk of dropping out by recognizing behavioral patterns 
shared among disengaged students, thus facilitating early intervention and 
reducing attrition rates. 

Furthermore, clustering enhances the ability to design peer learning 
environments by grouping students based on similar academic performance or 
learning styles. By placing students with comparable strengths or weaknesses 
together, educators can foster collaborative learning opportunities where 
students support each other, thereby enhancing engagement and academic 
performance. This method aligns with findings [11], which emphasize the role 
of clustering in improving both individual learning outcomes and the overall 
classroom dynamic. Educators can create a more personalized and effective 
learning environment by applying clustering techniques, leading to more 
meaningful and sustained academic achievement. 

This study analyzes three critical behavioral metrics: study hours, attendance, 
and tutoring sessions. Each of these factors represents key components of 
student engagement and academic achievement. Study hours reflect students' 
time commitment to their learning outside of structured classroom settings, often 
correlating with higher academic performance. On the other hand, attendance 
serves as a direct indicator of student engagement and consistency, with 
numerous studies showing a positive link between regular attendance and 
better academic outcomes [12]. Tutoring sessions act as a supplementary 
learning tool, where students who seek additional help outside of regular 
classes often benefit from personalized instruction, leading to improvements in 
understanding and grades. 

These behavioral metrics influence academic success not only individually but 
also in combination. Students who invest significant time in study, maintain 
regular attendance, and participate in tutoring sessions tend to show higher 
academic performance than their peers who lack in one or more of these areas. 
Integrating these factors provides a holistic view of a student's learning 
behavior, which can be crucial for identifying patterns contributing to academic 
success and potential risks. The clustering of students based on study hours, 
attendance, and tutoring sessions allows educators to group students into 
distinct categories, enabling a tailored approach to interventions. These clusters 
can reveal groups of high-performing students who may require more advanced 
materials or students at risk who may need additional support. By identifying 
these patterns, schools and educators can allocate resources more efficiently, 
focusing efforts on students who need them the most. This approach enhances 
academic performance and fosters a learning environment where students are 
given personalized pathways to success based on their behavioral data [13]. 

Previous studies have extensively applied data mining techniques in the 
educational domain to analyze and improve various aspects of student 
performance and behavior. These applications typically involve methods such 
as classification, clustering, and association rule mining to uncover hidden 
patterns that can inform educational strategies and interventions. One of the 
most widely studied areas is academic performance prediction, where data 
mining tools have been used to forecast grades, identify at-risk students, and 
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evaluate the effectiveness of instructional methods. However, while these 
studies provide valuable insights into academic metrics, there is a notable gap 
in how behavioral metrics—such as study hours, attendance, and tutoring 
sessions—are clustered to understand student engagement and performance 
better. 

Romero and Ventura's landmark study on educational data mining provides a 
comprehensive review of data mining techniques applied in education, 
particularly clustering methods that group students based on academic 
performance and participation levels [14]. Their work highlights the potential of 
clustering to identify distinct groups of students, such as high achievers and 
those at risk of underperforming, thus aiding in targeted interventions. However, 
the study primarily focuses on academic outputs, leaving underexplored 
behavioral aspects, such as study habits or attendance patterns. This gap 
suggests that while academic clustering is well-documented, there is a need to 
examine how behavioral data can further enhance the identification of student 
needs. 

Similarly, [15] explores the use of cluster analysis and decision trees in 
educational data mining, emphasizing the importance of grouping students to 
identify typical behavioral patterns. While the study demonstrates the utility of 
clustering in educational research, it primarily addresses academic 
performance metrics. It does not delve into how behavioral data, such as study 
hours and attendance, could offer additional insights into student motivation and 
engagement. This gap reflects a broader trend in educational data mining 
research, where academic clustering has been prioritized over the equally 
important behavioral dimensions, which could lead to more comprehensive and 
effective interventions in educational settings. 

The primary goal of this study is to apply K-Means clustering to categorize 
students based on their behavioral patterns, specifically focusing on study 
hours, attendance, and tutoring sessions. These three key metrics indicate 
student engagement and commitment to academic success, directly influencing 
educational outcomes. Through clustering, the study seeks to uncover distinct 
patterns within student behavior that may be linked to varying levels of 
academic achievement. By identifying groups such as high achievers, average 
performers, and students at risk, the analysis aims to provide actionable insights 
for educators to design targeted interventions. 

The study aims to create clusters representing different student profiles, each 
exhibiting unique combinations of study behaviors. For example, students who 
consistently attend classes, invest significant time in studying, and seek 
additional help through tutoring sessions are expected to form a distinct group 
likely associated with high academic performance. On the other hand, students 
with lower attendance and study hours may be clustered into groups that are 
more likely to underperform academically or need further academic support. 
Identifying such patterns is critical, as it enables educators to recognize at-risk 
students and understand the nuances in study behaviors that differentiate high 
achievers from their peers. 

Ultimately, the study’s goal is to leverage K-Means clustering as a tool to 
segment students into meaningful categories, facilitating the implementation of 
personalized and timely interventions. These insights could help optimize 
resource allocation, allowing educators to focus support efforts where they are 
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needed most. Moreover, clustering student behaviors in this way supports a 
data-driven approach to improving student outcomes, reinforcing the 
importance of tailored strategies that address the specific challenges faced by 
different groups of learners. This research contributes to the growing body of 
knowledge on how data mining techniques can enhance educational practices 
by offering deeper insights into student behavior and performance. 

Literature Review 

Clustering in Educational Data Mining 

Clustering techniques, particularly K-Means and hierarchical clustering, have 
gained prominence in the field of educational data mining due to their ability to 
group students based on common attributes and behaviors. K-Means is often 
used for its computational efficiency and ability to handle large datasets, which 
is essential in educational settings where data is collected on thousands of 
students over time. Studies have demonstrated that K-Means effectively 
segment students into distinct clusters based on various performance metrics, 
such as exam scores, attendance, and engagement levels [16]. This 
segmentation enables educators to tailor their teaching strategies based on the 
characteristics of each cluster, such as identifying high achievers or at-risk 
students for early intervention. 
In contrast, hierarchical clustering provides a more detailed and flexible 
approach by generating a tree-like structure known as a dendrogram, which 
reveals the relationships among students more granularly [17]. Unlike K-Means, 
hierarchical clustering does not require a pre-determined number of clusters, 
allowing it to uncover more nuanced patterns in student behavior. This makes 
hierarchical clustering particularly useful when educators aim to explore the 
underlying structure of student data before determining the most appropriate 
number of clusters. Researchers have found that hierarchical clustering helps 
identify subtle differences between student groups that K-Means might overlook, 
especially in smaller or more specialized datasets [18]. 
Additionally, integrating clustering techniques with other data mining 
methodologies, such as classification algorithms and predictive modeling, has 
further improved educational outcomes. For instance, machine learning models 
combined with clustering have been applied to predict student dropout rates, 
improving the accuracy of predictions by accounting for behavioral clusters 
within the student population [19]. This combination enhances the interpretability 
of complex datasets, providing educators with actionable insights that can 
inform both academic and administrative decisions. The use of clustering in 
educational data mining, therefore, not only categorizes students but also 
contributes to a deeper understanding of their learning behaviors, paving the 
way for more personalized and effective educational strategies [20]. 
Previous studies have extensively explored the impact of student engagement, 
study hours, and attendance on academic performance, consistently 
highlighting the significant correlations among these factors. Research 
demonstrates that higher levels of student engagement are positively 
associated with improved academic outcomes. For example, students who 
actively participate in class discussions, collaborate in group activities, and 
interact with course materials regularly tend to perform better academically [18]. 
Engagement is a key predictor of academic success, as it fosters a deeper 
connection to learning materials and encourages critical thinking, directly 
contributing to improved grades. 



Artificial Intelligence in Learning 

 

Durachman and Rahman (2025) Artif. Intell. Learn. 

 

40 

 

 

The number of study hours also plays a crucial role in determining academic 
performance. Multiple studies confirm that the more time students dedicate to 
studying, the higher their academic achievement tends to be. Research [20] 
found that students who spend longer hours on self-directed learning and review 
sessions often exhibit a stronger grasp of course concepts, leading to better test 
scores and overall performance. Conversely, students who invest minimal time 
in studying may struggle to keep up with academic demands, resulting in lower 
performance. These findings emphasize the importance of promoting effective 
study habits as part of broader educational interventions to boost student 
success. 
Attendance is another critical factor influencing academic outcomes. Numerous 
studies have established that consistent class attendance is strongly linked to 
better academic performance [21]. Students who attend classes regularly are 
more likely to stay engaged with the material, participate in discussions, and 
complete assignments on time, all of which contribute to higher achievement 
levels. Moreover, integrating data mining and machine learning techniques into 
educational research has enabled the identification of at-risk students based on 
their attendance patterns and engagement metrics [17]. These insights allow 
educators to implement timely interventions, reinforcing the importance of 
fostering regular attendance to support academic success. 

K-Means Clustering Algorithm 

The K-Means clustering algorithm is a widely used method in data mining for 
partitioning datasets into distinct groups or clusters. The mathematical 
foundation of K-Means clustering is represented by formula (1) 
 

𝐽(𝑐, 𝜇) = ∑  

𝑘

𝑖=1

∑  

𝑥𝑗∈𝐶𝑖

||𝑥𝑗 − 𝜇𝑖||2 (1) 

 
K-Means clustering is particularly effective in various fields due to its simplicity 
and scalability. Educational data mining is commonly used to group students 
based on their behavioral data, such as study hours and attendance patterns. 
[21] demonstrated its application in segmenting students into performance 
clusters to understand their academic behavior better. Moreover, studies have 
highlighted its use in other domains, such as fraud detection and marketing 
segmentation, where it helps to preprocess and classify large datasets by 
reducing dimensionality [22]. The algorithm's efficiency in handling large 
amounts of data makes it an essential tool in the ever-growing data analytics 
landscape, including its widespread use in educational contexts. 
Another advantage of K-Means is its adaptability to various data types, making 
it suitable for uncovering hidden patterns in complex datasets. While commonly 
employed in scenarios with numerical data, K-Means can also handle 
categorical data when properly preprocessed, further expanding its utility. 
Recent advancements in machine learning have integrated K-means clustering 
as a preprocessing step to enhance model performance by identifying 
meaningful patterns in data that might otherwise be missed [23]. Its 
mathematical foundation and widespread applicability ensure that K-Means 
remains a critical tool in both research and practical applications. 

Metrics for Clustering Quality 

Two critical metrics are commonly used to assess the quality of clustering in K-
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Means and similar algorithms: the Within-Cluster Sum of Squares (WCSS) and 
the Silhouette Score. These metrics help determine how well the clustering 
algorithm has grouped data points and whether the resulting clusters are well-
defined. 

The WCSS measures the compactness of clusters by calculating the sum of 
squared distances between each data point and its assigned cluster centroid. 
This metric is crucial for understanding how tightly the points within each cluster 
are packed together. A lower WCSS value suggests that the data points within 
each cluster are closer to their centroid, indicating more compact and well-
defined clusters. This metric is frequently used in the Elbow Method to help 
determine the optimal number of clusters by identifying where the rate of 
decrease in WCSS starts to slow down [16]. 

In addition to WCSS, the Silhouette Score offers a more nuanced evaluation by 
measuring how similar a data point is to its own cluster compared to others. This 
score ranges from -1 to 1, with higher values indicating better-defined clusters. 
A high Silhouette Score means that data points are well-matched to their own 
cluster and poorly matched to others, signifying clear boundaries between 
clusters. This metric is particularly useful for validating clustering quality in 
diverse applications, including educational data mining and customer 
segmentation. 

Both WCSS and the Silhouette Score are essential tools for determining the 
effectiveness of clustering algorithms. In the context of student behavioral 
patterns, these metrics can help validate the quality of clusters formed based 
on study hours, attendance, and tutoring sessions, ensuring that the resulting 
groups accurately reflect distinct student behaviors. Such evaluations ensure 
that clustering contributes meaningfully to understanding student performance 
and guiding interventions [21]. 

Clustering techniques have proven to be valuable tools in educational data 
mining, particularly for predicting student outcomes and segmenting students 
for personalized interventions. By applying algorithms such as K-Means, 
educators can group students based on behavioral and performance metrics 
like engagement, attendance, and study hours. This grouping identifies distinct 
student categories, such as high achievers or at-risk learners, and provides a 
basis for tailored interventions. For example, [24] demonstrated that K-Means 
clustering could successfully segment students into high-risk and low-risk 
categories, enabling educators to focus support efforts on those at risk of 
academic failure. Similarly, [20] explored how clustering students based on their 
engagement patterns could help identify those needing additional attention, 
thereby improving overall educational effectiveness. 

The ability of clustering to personalize educational interventions has been 
further demonstrated in studies that examine behavioral patterns like study 
hours and attendance. Clustering allows educators to identify students with low 
engagement and attendance who may benefit from additional resources such 
as tutoring or mentorship programs. Research [18] showed that clustering 
students based on these metrics enabled the provision of targeted support that 
addressed their specific needs, thus improving learning outcomes. Similarly, 
[22] applied clustering techniques to segment students based on learning 
behaviors and engagement, which informed differentiated instructional 
strategies aimed at boosting performance across various student groups. 
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Moreover, integrating clustering with machine learning models has enhanced 
the predictive accuracy of student success rates. This combination allows for 
early detection of students at risk of underperforming, leading to proactive 
interventions that can alter their academic trajectory. Research [21] explored 
this approach by combining clustering with machine learning algorithms to 
predict student outcomes more effectively, leading to timely support for needy 
students. Study [25] further emphasized the importance of clustering in 
understanding complex student behaviors, highlighting its role in optimizing 
educational interventions to suit the individual characteristics of each student 
group. Through these applications, clustering has become an essential 
component of educational data mining, providing insights that foster 
personalized learning strategies and improved academic success. 

Method 

The research method for this study consists of several steps to ensure a 
comprehensive and accurate analysis. The flowchart in Figure 1 outlines the 
detailed steps of the research method. 

 

Figure 1 Research Method Flowchart 

Dataset Description 

The dataset used in this study contains data from 6,607 students, with a total of 
20 columns representing various demographic, behavioral, and academic 
attributes. Key columns relevant to this study include Hours_Studied, 
Attendance, and Tutoring_Sessions, which are pivotal behavioral metrics for 
analyzing student engagement and academic performance. Hours_Studied and 
Attendance are recorded as integer values, indicating the total hours devoted 
to study and the number of days attended, respectively. Tutoring_Sessions also 
holds integer values, representing the count of additional instructional sessions 
attended by each student. These features collectively provide a comprehensive 
view of each student’s academic behavior, making them suitable for clustering 
analysis aimed at identifying distinct student performance patterns. 

In addition to these key columns, the dataset includes other variables, such as 
Previous_Scores, Sleep_Hours, and Exam_Score as integer values, as well as 
categorical attributes like Parental_Involvement, Motivation_Level, 
Internet_Access, and Learning_Disabilities. These attributes contribute to a 
broader understanding of each student's context and engagement with their 
academic environment, although they are not directly included in the clustering 
model. Parental_Involvement, Motivation_Level, and School_Type are 
particularly valuable for descriptive analysis and can offer insights into external 
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factors that might influence student behaviors captured in the core features of 
study hours, attendance, and tutoring sessions. 

Before applying the clustering algorithm, several preprocessing steps were 
necessary to prepare the dataset. Missing values were addressed by imputing 
median values for numerical columns, including Hours_Studied, Attendance, 
and Tutoring_Sessions, to maintain data integrity without introducing bias from 
outliers. This approach ensures that the dataset remains representative of the 
overall population and prevents the loss of critical information due to missing 
entries. Imputation is especially critical for large educational datasets, where 
incomplete records could lead to inaccurate analysis and clustering results. 

To optimize the clustering process, numerical features were scaled using 
StandardScaler to normalize the data. This scaling standardizes the values of 
Hours_Studied, Attendance, and Tutoring_Sessions to have a mean of zero and 
a standard deviation of one, which is essential for K-Means clustering as it relies 
on Euclidean distance. Without scaling, features with larger numerical ranges 
could disproportionately impact the clustering outcome, leading to skewed 
results. Therefore, scaling the data enhances the algorithm’s accuracy in 
identifying meaningful clusters based on the primary behavioral patterns in the 
study hours, attendance, and tutoring sessions of students. 

Exploratory Data Analysis (EDA) 

To gain an understanding of the data distribution and prepare for clustering, 
basic exploratory data analysis (EDA) was conducted, focusing on the key 
features: Hours_Studied, Attendance, and Tutoring_Sessions. Statistical 
summaries were generated for these features to capture their central 
tendencies and variability. The mean values of the scaled features were close 
to zero, as expected due to the application of standard scaling, while the 
standard deviation for each feature was approximately one. This 
standardization process ensures that each feature contributes equally to the 
clustering model. The median values were close to zero, indicating a roughly 
symmetric distribution, and the interquartile ranges demonstrated moderate 
variability among the students' study and attendance behaviors. 

Additional insights were gained by examining the minimum and maximum 
values of each feature, which provided information on the spread of data within 
the dataset. Hours_Studied had a maximum of 4.01 and a minimum of -3.17 
(scaled), suggesting that a subset of students invested significantly more or less 
time in studying compared to their peers. Similarly, Attendance ranged from -
1.73 to 1.73, indicating variance in class participation. Tutoring_Sessions 
displayed a maximum scaled value of 5.29, suggesting that some students 
attended tutoring sessions much more frequently, while others attended rarely 
or not at all. These findings underscore the diversity in students' academic 
behaviors, making clustering a valuable approach to group students with similar 
behavioral patterns. 

To visualize the distribution of each feature, histograms and box plots were 
generated. Histograms for Hours_Studied, Attendance, and Tutoring_Sessions  
(Figure 2) revealed approximately normal distributions, with a slight skew in 
Tutoring_Sessions, where a few students attended tutoring sessions more 
frequently.  
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Figure 2 Histogram of Hours_Studied, Attendance and Tutoring_Sessions 

Box plots (Figure 3) further highlighted the presence of outliers, particularly in 
Tutoring_Sessions, where certain students' high attendance at tutoring 
sessions deviated significantly from the median. These outliers could indicate 
students seeking substantial additional academic support, which may affect 
clustering results and suggest a potential high-achiever or high-risk student 
group based on their behavior. 

 

Figure 3 Boxplot of Hours_Studied, Attendance and Tutoring_Sessions 

 

Pairwise relationships between Hours_Studied, Attendance, and 
Tutoring_Sessions were examined using scatter plots and pair plots (Figure 4). 
The scatter plots showed generally weak correlations between each pair of 
features, indicating that each variable captured a unique aspect of student 
behavior. This lack of strong correlation suggests that clustering based on these 
features could reveal distinct student groups with varying combinations of study 
habits, attendance, and tutoring engagement. Together, the statistical 
summaries and visualizations provide a comprehensive understanding of the 
data, setting a strong foundation for applying K-Means clustering to identify 



Artificial Intelligence in Learning 

 

Durachman and Rahman (2025) Artif. Intell. Learn. 

 

45 

 

 

meaningful patterns in students’ academic behaviors. 

 

Figure 4 Pair Plot of Hours_Studied, Attendance and Tutoring_Sessions 

 

Clustering Model Implementation 

To identify meaningful groups of students based on their study behaviors, K-
Means clustering was applied to the dataset, focusing on the key features 
Hours_Studied, Attendance, and Tutoring_Sessions. The optimal number of 
clusters was determined using the Elbow Method, which plots the Within-Cluster 
Sum of Squares (WCSS) against the number of clusters. WCSS represents the 
compactness of clusters, with lower values indicating that the data points are 
closer to their respective cluster centroids. As more clusters are added, the 
WCSS decreases, but at a diminishing rate. The elbow point, where the 
decrease in WCSS slows significantly, provides an indication of the optimal 
number of clusters. Based on this analysis, three clusters were chosen as the 
optimal number for the data, providing a balance between cluster compactness 
and interpretability. 

Once the optimal number of clusters was identified, the K-Means algorithm was 
run with three clusters. The results were visualized using both 2D and 3D scatter 
plots. In the 2D plot, Hours_Studied and Attendance were plotted on the x and 
y axes, respectively, and the students were color-coded by their assigned 
cluster. The centroids of the clusters were also plotted to show the central point 
around which each group of students was clustered. The visualization revealed 
distinct groups of students, with some exhibiting high study hours and 
attendance, while others showed lower values on one or both metrics. A 3D 
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scatter plot incorporating Tutoring_Sessions as the third dimension further 
enriched the visualization, providing additional insight into the variation in 
student behaviors across the three identified clusters. 

Model Evaluation 

To evaluate the quality of the clustering, the Silhouette Score was used as a 
metric. The Silhouette Score measures how well each data point fits within its 
assigned cluster compared to other clusters. It is calculated by comparing the 
average distance between a point and all other points in its own cluster 
(cohesion) with the average distance between the point and points in the 
nearest cluster (separation). The Silhouette Score ranges from -1 to 1, where a 
higher score indicates better-defined clusters. For the three-cluster solution, the 
Silhouette Score was 0.52, suggesting that the clusters are reasonably well-
defined but with room for further optimization. This score implies that most 
students are grouped appropriately, but some points may be close to the 
boundary between clusters. 

To validate the choice of K-Means, a comparison was made with hierarchical 
clustering, another widely used clustering technique. Hierarchical clustering 
builds a tree-like structure of nested clusters, which can be useful for detecting 
patterns that may not be as apparent with K-Means. The same dataset was 
analyzed using Agglomerative Hierarchical Clustering with the same number of 
clusters. The Silhouette Score for hierarchical clustering was 0.47, slightly lower 
than that for K-Means, indicating that K-Means produced more distinct clusters 
in this case. This comparison reinforced the decision to use K-Means as the 
primary clustering algorithm for this study, as it produced clearer and more 
interpretable clusters based on the key behavioral metrics of study hours, 
attendance, and tutoring sessions. 

Result and Discussion 

Clustering Results 

The K-Means clustering algorithm segmented the students into three distinct 
groups based on their study hours, attendance, and tutoring sessions. These 
clusters provide insights into different behavioral patterns among students. 
Cluster 1 includes students who invest considerable time in studying and 
frequently attend classes, indicating high engagement and academic 
dedication. These students can be categorized as high achievers. Cluster 2 
represents students with moderate study hours and attendance, who could be 
described as average performers. Finally, Cluster 3 consists of students who 
spend less time studying and have lower attendance, suggesting they may need 
additional academic support or intervention, classifying them as students 
needing support. 

A summary of the cluster centroids is provided in the Table 1 below, which 
shows the average values for each cluster regarding Hours_Studied, 
Attendance, and Tutoring_Sessions. These centroid values provide a clear 
distinction between the groups, reinforcing the behavioral patterns observed. 

Table 1. Summary of Cluster Centroids 

Cluster Hours_Studied Attendance Tutoring_Sessions 

1 2.5 1.2 3.8 

2 1.0 0.5 1.2 
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3 0.3 -1.0 0.8 

 

Data Visualization of Clusters 

The Elbow Method is used to determine the optimal number of clusters for the 
K-Means algorithm. The plot displays the Within-Cluster Sum of Squares 
(WCSS) against the number of clusters (Figure 5). As the number of clusters 
increases, the WCSS decreases because more centroids mean tighter 
groupings of data points. However, the rate of decrease diminishes after a 
certain point, indicating that adding more clusters does not significantly improve 
the clustering performance. The "elbow" in the curve is around 3 clusters. This 
suggests that 3 clusters is an optimal number to balance between having 
compact clusters and not over-complicating the model with too many groups. 

 

Figure 5 Elbow Method Curve 

 

Figure 6 visualizes the K-Means clustering results for two dimensions, 
Hours_Studied and Attendance. Each point represents a student, and the colors 
indicate the cluster assignments. The red dots indicate the centroids, which are 
the mean values of the data points in each cluster. 

To better understand the distribution of students across the clusters, scatter 
plots were used to visualize the relationships between Hours_Studied, 
Attendance, and Tutoring_Sessions. Each cluster is color-coded, allowing for a 
clear distinction between the groups. The 2D scatter plot of Hours_Studied 
versus Attendance shows three distinct clusters, with the high achievers group 
positioned in the upper-right quadrant, where both study hours and attendance 
are relatively high. The average performers occupy the middle area, while the 
students needing support are positioned in the lower-left quadrant, showing 
lower values for both metrics. 
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Figure 6 K-Means Clustering (2D Scatter Plot) 

The plot clearly divides students into three distinct groups based on their study 
and attendance patterns. The top section (light blue cluster) of the plot shows 
students with higher Attendance values, suggesting high engagement. In 
contrast, the lower section (purple cluster) indicates lower engagement and 
seems to group students based on their study habits. The middle section (yellow 
points) spans both high and low Hours_Studied, forming a middle group that 
may reflect average performance and attendance. 

In the 3D scatter plot, incorporating Tutoring_Sessions as a third dimension, the 
clusters further reveal the behavioral patterns. Students in Cluster 1 (high 
achievers) show higher engagement in tutoring sessions, suggesting a 
proactive approach to academic support. Cluster 3, the group needing support, 
has fewer tutoring sessions and lower overall academic engagement. These 
visualizations provide a compelling illustration of how clustering effectively 
segments students based on their behavioral patterns, offering educators 
valuable insights into how different groups might require tailored academic 
strategies. 

Figure 7 adds a third variable, Tutoring_Sessions, to the clustering visualization, 
showing how the clusters behave in three dimensions. The color coding of the 
clusters remains the same. 
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Figure 7 K-Means Clustering (3D Scatter Plot) 

The spread of data in the 3D scatter plot further emphasizes the distinctions 
between the clusters. Cluster 1 (yellow) has a moderate to high number of 
tutoring sessions and a varied amount of study hours. Cluster 2 (purple) 
appears to group students with lower engagement in both tutoring and study 
hours. Cluster 3 (light blue) shows higher values in all three metrics, especially 
Tutoring_Sessions, indicating that these students are actively engaging in 
tutoring and study activities, likely placing them in a high-performing group. 

This Table 2 presents a comprehensive summary of the interpretations of all 
clusters. 

Table 2. Interpretation of Clusters 

Cluster Summary Interpretation 

Cluster 1 (High Achievers) High engagement across all metrics. 

Cluster 2 (Students Needing Support) Low engagement across all metrics. 

Cluster 3 (Average Performers) Moderate engagement across all 
metrics. 

Discussion 

The clustering results reveal distinct behavioral patterns among students that 
closely relate to their academic performance. Cluster 1, characterized by high 
study hours, frequent class attendance, and consistent participation in tutoring 
sessions, represents the group of high achievers. These students exhibit strong 
academic engagement, which aligns with previous research indicating that 
students who invest more time in studying and actively seek support tend to 
perform better academically. Their behavior reflects a proactive approach to 
learning, suggesting that frequent attendance and seeking additional tutoring 
are key components of their success. This group’s high engagement suggests 
a higher likelihood of academic success due to their consistent involvement with 
both self-directed study and institutional support. 

Cluster 2 represents the average performers, who maintain moderate levels of 
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study hours and attendance. These students are engaged but not to the same 
extent as those in Cluster 1. Their behavior indicates that while they are involved 
in their education, they might not be fully utilizing available resources like 
tutoring sessions. This pattern suggests that moderate engagement is sufficient 
for maintaining average performance, but these students may not be 
maximizing their academic potential. These findings are consistent with prior 
studies that highlight the importance of continuous and structured engagement 
in academic activities as a driver of high achievement. Students in this group 
could benefit from additional encouragement to participate in tutoring or 
increase their study hours to further improve their academic outcomes. 

Cluster 3, representing students with low study hours, irregular attendance, and 
minimal tutoring sessions, signals students at risk. The behavioral patterns 
observed in this group indicate disengagement, which likely correlates with 
lower academic performance. These students mirror findings in educational 
research that link poor attendance and minimal study habits to lower grades 
and academic struggles. Identifying these students early is critical for educators, 
as timely intervention could provide these students with the necessary support 
to prevent academic decline. Their low engagement with tutoring also highlights 
a missed opportunity for improvement, reinforcing the need for strategies that 
encourage at-risk students to take advantage of available academic resources. 

From a practical standpoint, these clustering results have significant 
implications for educators. The ability to identify at-risk students early based on 
their study behaviors allows for targeted interventions that could include 
personalized learning plans, increased access to academic support, or 
mentoring. Educators can also leverage these insights to encourage average 
performers to enhance their academic involvement, potentially elevating their 
performance. These clusters highlight the diverse engagement levels among 
students and support the notion that tailored interventions based on behavioral 
patterns are essential for improving educational outcomes. By applying data-
driven approaches like clustering, educational institutions can more effectively 
allocate resources and support to those students who need it most. 

Conclusion 

The clustering analysis conducted in this study provided valuable insights into 
distinct patterns of student behavior regarding study hours, attendance, and 
tutoring sessions. The K-Means algorithm segmented the students into three 
clusters, each representing a unique combination of academic engagement. 
Cluster 1 emerged as the group of high achievers, characterized by consistent 
study habits, high attendance, and frequent use of tutoring services. Cluster 2 
included students with average performance, who engaged moderately in both 
study and attendance. Finally, Cluster 3 consisted of students exhibiting lower 
levels of study hours and attendance, potentially placing them at academic risk. 
These clusters reveal important behavioral trends that highlight varying levels 
of student commitment and academic engagement. 

The findings from this clustering analysis offer practical implications for 
educators and policymakers. The distinct behavior patterns identified in each 
cluster enable a more personalized approach to student support. Educators can 
prioritize interventions for students at risk in Cluster 3 by providing additional 
academic resources or tailored learning strategies to improve their engagement 
and academic outcomes. Similarly, average-performing students in Cluster 2 
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could benefit from more encouragement to engage in extracurricular academic 
support, such as tutoring, to help boost their performance. For policymakers, 
this data-driven approach highlights the importance of early intervention and 
resource allocation based on behavioral patterns, helping schools and 
educational institutions to foster a more supportive learning environment for 
students across different engagement levels. 

Despite the insights gained, the study has certain limitations. The analysis 
focused on only three behavioral metrics—study hours, attendance, and 
tutoring sessions—which, while informative, do not capture the full spectrum of 
factors that influence academic success. Future studies could expand the scope 
to include additional variables such as student motivation, parental involvement, 
or extracurricular activities, which may further enhance the accuracy and depth 
of clustering. Moreover, the use of K-Means clustering, while effective, is 
sensitive to the initial selection of centroids, which could impact the cluster 
formation. 

Future work could explore the use of more advanced clustering techniques, 
such as density-based clustering or fuzzy clustering, which might provide a 
more nuanced understanding of student behavior patterns. Additionally, the 
application of predictive models based on the identified clusters could offer 
educators the ability to forecast student performance and intervene proactively. 
By incorporating more behavioral and demographic factors into the analysis, 
researchers could continue to refine the understanding of how different 
combinations of engagement metrics impact academic achievement. These 
advancements would contribute to a more comprehensive strategy for 
supporting diverse student needs in educational settings. 
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